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Abstract

In relation to the development of the interfacial area transport equation, local measurements of the void fraction,
interfacial area concentration, interfacial velocity, and Sauter mean diameter using the double sensor probe method

as well as the liquid velocity and turbulence intensity using hot®lm anemometry, were performed extensively for
vertical upward bubbly air±water ¯ows in a round tube with an inner diameter of 25.4 mm at three axial locations
of L/D=12.0, 65.0 and 125, and ®fteen radial locations from r/R=0 to 0.95. The liquid ¯ow rate and the void
fraction ranged from 0.292 m/s to 3.49 m/s and from 3% to 27%, respectively. The data set obtained in this study

will eventually be used for the development of reliable constitutive relations which re¯ect the true transfer
mechanisms in bubbly ¯ow systems. # 1999 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Two-phase ¯ow is characterized by the existence of

an interface between phases and discontinuities of

properties associated with them. The internal structures

of two-phase ¯ows are identi®ed by two-phase ¯ow

regimes. Various transfer mechanisms between the mix-

ture and wall as well as between phases strongly

depend on these two-phase ¯ow regimes. This leads to

the use of ¯ow regime dependent correlations and clo-

sure equations together with appropriate ¯ow regime

transition criteria. The basic structure of ¯ow can be

characterized by two fundamental geometrical par-

ameters. These are the void fraction and interfacial

area concentration. The void fraction expresses the

phase distribution whereas the interfacial area

describes the available area for the interfacial transfer

of mass, momentum and energy. Therefore, an accu-

rate knowledge of these parameters is necessary for

any two-phase ¯ow analysis. This fact can be further

substantiated with respect to two-phase ¯ow formu-

lation.

The two-¯uid model is formulated by considering

each phase separately in terms of two sets of conserva-

tion equations which govern the balance of mass,

momentum and energy of each phase. These balance

equations represent the macroscopic ®elds of each

phase and are obtained from proper averaging
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methods. Since the macroscopic ®elds of each phase

are not independent of the other phase, the phase in-

teraction terms which couple the transport of mass,

momentum and energy of each phase appear in the

Nomenclature

ai interfacial area concentration
D pipe diameter
DB bubble diameter

DSm Sauter mean diameter
Eo EoÈ tvoÈ s number
F sampling frequency

I(o0) correction factor
jg super®cial gas velocity
jf super®cial liquid velocity

L length along ¯ow direction
Nt number of bubbles which pass the point per unit time
n bubble number density
P pressure

R pipe radius
RB bubble radius
r radial coordinate

Sj source or sink terms in the interfacial area concentration due to bubble breakup or coalescence, re-
spectively

Sph source or sink term in the interfacial area concentration due to phase change

vg interfacial velocity
~vg average local bubble velocity weighted by the bubble number
viz z component of interfacial velocity

vf liquid velocity
v '
f liquid turbulent ¯uctuation

vsz passing velocity of jth interface through the double sensor probe in mean ¯ow direction
z z coordinate

Greek symbols
a void fraction
b volumetric ¯ow rate quality

dB distinguishable liquid-layer thickness between bubbles by double sensor probe
Z correction factor
x interfacial area change due to bubble coalescence or breakup
sz root mean square of ¯uctuations of z component interfacial velocity

t minimum response time of the circuit
c factor depending on the shape of a bubble (1/36p for a spherical bubble)
o0 maximum angle between velocity vector of jth interface and mean ¯ow direction vector

Subscripts
0 inlet
B small bubble
C cap bubble

eq equilibrium state
max maximum value

Mathematical symbols

h i area average
-t time average
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®eld equations. It is expected that the two-¯uid model
can predict mechanical and thermal nonequilibrium

between phases accurately. However, it is noted that
the interfacial transfer terms should be modeled accu-
rately for the two-¯uid model to be useful. In the pre-

sent state of the arts, the closure relations for these
interfacial terms are the weakest link in the two-¯uid
model. The di�culties arise due to the complicated

transfer mechanisms at the interfaces coupled with the
motion and geometry of the interfaces. Furthermore,
the closure relations should be modeled by macro-

scopic variables based on proper averaging.
In general, the interfacial transfer terms are given in

terms of the interfacial area concentration ai and driv-
ing force [1]:

�Interfacial transfer term�0ai � �driving force�

The area concentration de®ned as the interfacial area
per unit volume of the mixture characterizes the ®rst

order geometrical e�ects; therefore, it must be related
to the internal ¯ow-pattern of the two-phase ¯ow ®eld.
On the other hand, the driving forces for the interfacial
transport characterize the local transport mechanisms

such as the turbulence, molecular transport properties
and driving potentials. In two-phase ¯ow systems, the
void fraction and interfacial area concentration are

two of the most important geometrical parameters.
The interfacial area concentration should be speci®ed
by a closure relation, or by a transport equation. The

above formulation indicates that the knowledge of the
interfacial area concentration and the interfacial struc-
ture classi®ed as the ¯ow regimes are indispensable in

the two-¯uid model. Various transfer mechanisms
between phases depend on the two-phase ¯ow inter-
facial structures. The geometrical e�ects of interfacial
structure can be modeled in a macroscopic ®eld by the

interfacial area concentration and void fraction. In
order to take into account the e�ect of entrance, devel-
oping ¯ow, coalescence and disintegration, and wall

nucleation source, an introduction of the interfacial
area transport equation is recommended [2].
In view of its great importance to two-¯uid model,

the interfacial area concentration has been studied
intensively over the past ten years. The development of
the source and sink terms in the transport equation
heavily depends on understanding the mechanisms of

bubble coalescence and disintegration as well as
obtaining accurate experimental data for the changes
in the interfacial area. As to the theoretical study,

Kocamustafaogullari and Ishii derived the interfacial
area transport equation from the statistical model of
¯uid particle number transport equation [2]. The

resulting equation includes the source and sink terms
due to the particle interactions and interfacial phase
change. Ishii et al. proposed a preliminary model on

the source and sink terms of the one-dimensional inter-
facial area transport in an adiabatic bubbly ¯ow and

compared their model with an experimental data [3±5].
As to the experimental study, accurate data sets of
local ¯ow parameters such as void fraction, interfacial

area concentration, interfacial velocity, bubble diam-
eter, liquid velocity and turbulence intensity are indis-
pensable to develop the source and sink terms of the

interfacial area transport equation. Although much
two-phase data has been taken for local void fraction,
local interfacial area, and average bubble size, there

have been few if any attempts to relate these local par-
ameters to local transport mechanisms like turbulent
di�usion [6±12]. The main reason for this lack of data
has been the inability to e�ectively measure the liquid

turbulence in the presence of dispersed gas bubbles. In
addition to this, only a limited number of data set is
available for axial development of ¯ow parameters so

far [13±15]. A detailed literature review of local ¯ow
measurements in two-phase bubbly ¯ow systems is
given in the previous report [16].

From this point of view, measurements of vertical
upward air±water bubbly ¯ows in a round tube with
an inner diameter of 25.4 mm were performed by

using the double sensor and hot ®lm probes. The com-
bined data from the double-sensor probe and the hot
®lm probe give near complete information on the time
averaged local hydrodynamic parameters of two-phase

¯ow. This data will be used for the development of re-
liable constitutive relations which re¯ect the true trans-
fer mechanisms in the two-phase ¯ow.

2. Experimental

2.1. Double sensor probe methodology

Local ¯ow parameters such as void fraction, bubble
diameter, interfacial velocity and interfacial area con-
centration were measured by a double sensor probe.

The double sensor probe was basically used as a phase
identi®er of the two-phase mixture. The double sensor
probe consisted of two sensors made of platinum±rho-

dium (13% Rh) wire with a diameter of 0.127 mm.
The two wires were adjusted for a typical distance of
approximately 2±3 mm in the length wise direction
and were aligned in the axial direction. The infor-

mation to be recorded from each signal was the num-
ber of bubbles that had hit the sensor, the time that
the sensor was exposed to the gas phase, and the rela-

tive time between the bubble hitting the upstream and
downstream sensor. The time-averaged interfacial vel-
ocity vg was calculated by taking into account the dis-

tance between the tips of the upstream and
downstream sensor and the time di�erence between the
upstream and downstream signal. The time-averaged
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void fraction a was simply the accumulated time the
sensor was exposed to the gas phase divided by the

total sampling time of the sensor. It has been shown
mathematically that the interfacial area concentration
ai equals the harmonic mean of the interfacial velocity.

The theoretical base of this measurement technique
was given by Kataoka and Ishii [17]. Recently, the
basic equation has been improved by Wu and Ishii

[18], and Hibiki and Ishii [14]. The following equation
can be derived based on the assumption that the num-
ber of measured interfaces is large, interfacial velocity

is statistically independent of the angle between mean
¯ow direction (z direction) and normal direction of jth
interface, the interfaces are composed of spherical
bubbles, the probe passes every part of a bubble with

an equal probability and transverse direction (x or y
direction) components of interfacial velocity are ran-
dom [14].

ai � 2Nt

�1
t

j ~vsz jI�o 0�, I�o 0� � o 3
0

3�o 3
0 ÿ sin o 0�

�1�

where Nt, vsz, and o0 denote the number of bubbles

which pass the point per unit time, the passing velocity
of the jth interface through the double sensor probe in
the z direction, and the maximum angle between the

velocity vector of the jth interface and z direction vec-
tor, respectively. The relationship between the maxi-
mum angle and the interfacial velocity can be derived
based on the assumption that the root mean square of

the ¯uctuations of the z component interfacial velocity
sz is equal to that of the root mean square of the x
and y component velocity ¯uctuations.

3

2o 2
0

�
1ÿ sin 2o 0

2o 0

�
� 1ÿ �s2z=j ~viz j

t2 �
1� 3�s2z=j ~viz j

t2 �
�2�

The interfacial area concentration can be calculated
from the number of bubbles which pass the point per

unit time, and the interfacial velocity with Eqs. (1) and
(2). The Sauter mean diameter DSm can be expressed
as a function of the time-averaged interfacial area con-

centration and void fraction, namely DSm=6a/ai.
In the strict sense, the assumption of spherical

bubbles may not be valid for any bubbly ¯ow systems.
Bubble shapes in the present experiment may be ellip-

soidal with wobbling interfaces. However, it is con-
sidered that the assumption would practically work for
the interfacial area concentration measurement on the

following grounds. The area averaged interfacial area
concentrations measured by the double sensor probe
method were compared with those measured by a

photographic method in relatively low void fraction
(hai E 8%) and wide liquid velocity (0.262 m/s E
jf E 3.49 m/s) conditions where the photographic

method could be applied [14]. Good agreement was

obtained between them within the relative deviation of
6.95%. In addition to this, when a spherical bubble is
transformed into an ellipsoidal bubble with the aspect

ratio of 2, the resulting increase of the interfacial area
is estimated mathematically to be less than 10% [19].

As for the assumption of isotropic turbulence, the
study carried out by Hilgert and Hofmann [20] for
bubbly ¯ow in a vertical pipe using the ultrasonic

Doppler technique, has shown that the magnitude of
the axial component of the root mean squares of
bubble velocity ¯uctuation is nearly equal to the trans-

verse components of the root mean squares of the ¯uc-
tuations of bubble velocity at low super®cial gas

velocities. Several researches on the interfacial area
measurement have been performed by the double sen-
sor probe method based on the assumption of spheri-

cal bubbles [13±17,21±24]. However, it is considered
that future studies should focus on rigorous formu-
lation of the interfacial area concentration taking

account of the bubble shape with deformed interface,
and measurement of local liquid turbulence over wide

range of ¯ow conditions.
Using a fast A/D converter Metrabyte DAS-20

board and an IBM/PC-XT computer, local ¯ow

measurements were conducted in a data acquisition
program. The acquisition board has a maximum
sampling rate of 100,000 cycles per second. For the

data sets measured with the double sensor probe, a
minimum of 2000 bubbles were sampled to maintain

similar statistics between the di�erent combinations of
gas ¯ow rates. Here, in the void fraction measurement
at bubbly-to-slug ¯ow transition, bubbles were separ-

ated into either a Taylor bubble or a small bubble
based on the double-sensor probe signals [24]. The de-
termination as to whether detected bubbles were cap

bubbles was performed based upon the chord length of
bubbles. According to Clift's shape regime map for

bubbles [25], the boundary between ellipsoidal and
spherical-cap bubbles is given by Eo=40, which corre-
sponds to the bubble diameter of 17.2 mm at 208C. In
the present experiment, when local bubble chord length
exceeded 15 mm, bubbles were considered as cap
bubbles. Thus, the void fraction for each category was

obtained separately. It should be noted here that the
signals for cap bubbles were not acquired in the

measurement of the interfacial area concentration as
well as the Sauter mean diameter but the void fraction.
The contribution of cap bubbles to total interfacial

area concentration would be relatively small (see
Appendix). Therefore, it is expected that even data
taken at the bubbly-to-slug transition would be used

for evaluation of modeled sink and source terms in
one-group interfacial area transport equation.

In the measurement using the double sensor probe,
the distinguishable liquid-layer thickness between

T. Hibiki, M. Ishii / Int. J. Heat Mass Transfer 42 (1999) 3019±30353022



bubbles dB may be roughly estimated by the interfacial

velocity vg, the sampling frequency f and the minimum

response time of the circuit t, that is dB 1 max [vg/f,

vgt ]. In the present data acquisition system, the dis-

tinguishable liquid-layer thickness between bubbles is

roughly estimated to be 0.3 mm. Therefore, the double

sensor probe may not distinguish each bubble in a

large bubble cluster consisted of a cap bubble and

small bubbles at the bubbly-to-slug ¯ow transition

boundary, when they are tightly packed. The double

sensor probe methodology was detailed in the previous

paper [14,19,21].

It should be noted here that the double sensor probe

method may not work in the vicinity of a wall. The

presence of the wall does not allow a bubble to pass

the probe randomly as in the other positions in the

pipe. This fact will cause a measurement error in the

interfacial area concentration, interfacial velocity and

Sauter mean diameter. The range where the double

sensor probe method can work may be roughly esti-

mated as 0 E r/R E 1ÿRB/R, where RB denotes the

bubble radius. In this experiment (D=25.4 mm), the

e�ective range of the double sensor probe is 0Er/RE
0.84 or 0Er/RE0.92 for RB=2 mm or 1 mm , respect-

ively. The detailed discussion was given by Kalkach-
Navarro et al. [22].

2.2. Hot®lm anemometer methodology

Local ¯ow parameters such as liquid velocity vf and
liquid velocity ¯uctuation v '

f in a two-phase ¯ow were
measured by using a hot®lm anemometer system

FlowPoint, which TSI Incorporated developed for
liquid velocity and turbulence intensity measurements
in a single-phase ¯ow. The FlowPoint system is a

fully-integrated, thermal anemometer-based system
that measures the local ¯uid velocity and local ¯uid
temperature. The probes used in this experiment were
the TSI Model 1264 AW designed with a conical tip.

The tip had a sensor diameter of 1.27 mm and a sensor
length of 1 mm. The hot®lm probe was calibrated with
an electromagnetic ¯ow meter. In order to obtain the

liquid velocity representative of the ¯ow, it was necess-
ary to ®lter out the voltage depressions and spikes due
to the bubbles hitting and passing the probe. The vol-

tage spikes were removed from the signal using
threshold and maximum slope schemes. After the
bubbles were removed from the signal, the voltages

Fig. 1. Schematic diagram of experimental loop.
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from the hot®lm probe were converted to velocities
using the calibration curve and the statistical par-

ameters identifying the turbulent ¯ow was calculated.

In this study, the turbulence intensity was identi®ed by
v '
f /vf,max. The hot®lm anemometer methodology was

detailed in the previous paper [14, 26].

Table 1

Flow conditions in this experimenta

Symbols * R Q T W

jf [m/s] jg,0 [m/s] jg,0 [m/s] jg,0 [m/s] jg,0 [m/s] jg,0 [m/s]

0.262 0.0549 (13.7) 0.0610 (15.4) 0.0780 (19.2) 0.0990 (23.2) 0.117 (26.6)

0.872 0.0414 (5.09) 0.0813 (9.35) 0.143 (15.2) 0.210 (20.6) 0.305 (26.8)

1.75 0.0461 (3.14) 0.116 (7.31) 0.257 (14.4) 0.399 (19.7) 0.575 (25.2)

2.62 0.0804 (3.56) 0.193 (7.87) 0.401 (14.6) 0.581 (19.7) 0.764 (24.2)

3.49 0.0509 (1.83) 0.201 (6.57) 0.516 (15.1) 0.702 (19.5) 0.931 (24.2)

a Values in the parentheses indicate the void fractions in % measured at L/D=125.

Fig. 2. Local void fraction pro®les at L/D=12.0 and 125.
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2.3. Two-phase ¯ow experiment

Fig. 1 shows the schematic diagram of a two-
phase ¯ow loop. The test section was a round tube

made of an acrylic resin. Its inner diameter and
length were 25.4 and 3750 mm, respectively. Air
was supplied by a compressor and was introduced

into a mixing chamber through a porous media with
the pore size of 40 mm. The air and puri®ed water

were mixed in the mixing chamber and the mixture
¯owed upwards through the test section. After ¯owing
through the test section, the air was released into

the atmosphere through a separator, while the water
was circulated by a centrifugal pump. The ¯ow
rates of the air and water were measured with a

rotameter and a magnetic ¯ow meter, respectively.
The loop temperature was kept at a constant tempera-

ture (208C) within the deviation of 20.28C by a
heat exchanger installed in a water reservoir. The
local ¯ow measurements using the double sensor

and hot®lm probes were performed at three axial
locations of L/D=12.0, 65.0, and 125 and ®fteen
radial locations from r/R=0 to 0.95. The pressure

measurements were also conducted by Bourdon-
tube pressure gauges at the above three measuring

stations. The super®cial liquid velocities jf and the
inlet super®cial gas velocities jg,0 in this experiment
are tabulated in Table 1. The ¯ow conditions covered

most of a bubbly ¯ow region, including bubbly-
to-slug transition region. The super®cial gas

velocities were roughly determined so as to provide
the same void fractions among di�erent conditions
of super®cial liquid velocity, namely aL/D=125=3,

7, 15, 20, and 25%. For jf=0.262 m/s, void
fraction could not be set at less than 10% because
of a very low gas ¯ow rate, which could not be

regulated by the present loop. It should be noted
here that the void fraction increased along the

axial direction on the order of 20±40% between
L/D=12.0 and 125 in the present experimental
conditions due to the pressure reduction. This led

to a continuous developing ¯ow along the ¯ow direc-
tion.

In order to verify the accuracy of local measure-
ments, the area averaged quantities obtained by
integrating the local ¯ow parameters over the ¯ow

channel were compared with those measured by
the other cross-calibration methods [14]. Good
agreements were obtained between the area averaged

void fraction, interfacial area concentration and
Sauter mean diameter, velocity, and liquid velocity

obtained from the local measurements and those
measured by the g-densitometer, the photographic
method, the rotameter and the magnetic ¯ow meter

within the error of 5.74, 6.95, 12.4, and 5.19%, re-
spectively.

3. Results and discussion

3.1. Local ¯ow parameters

3.1.1. Void fraction
An initial condition (bubble size, generation method

and mixing condition), a ¯ow condition (¯ow rates
and physical properties), and a test section condition
(geometry and wall surface) generally a�ect a void dis-

tribution [27,28]. Fig. 2 shows the behavior of void
fraction pro®les measured at L/D=12.0 (upper ®gures)
and 125 (lower ®gures) in this experiment. Serizawa

and Kataoka roughly classi®ed the phase distribution
pattern into four basic types of distributions [29]. Fig.
3 shows a map of phase distribution patterns deter-

mined based on the de®nition by Serizawa and
Kataoka. The symbols of circle, triangle, square, and
reversed triangle in Fig. 3 indicate the wall peak, the
intermediate peak, the core peak, and the transition,

respectively, observed at L/D=125 in this experiment.
The solid and broken lines in Fig. 3 mean the ¯ow
regime transition boundaries predicted by the model of

Taitel et al. [30] and phase distribution pattern tran-
sition boundaries given by Serizawa and Kataoka [29],
which were determined based on experiments per-

formed by di�erent researchers with di�erent types of
bubble injections in round tubes (20 mm E D E
86.4 mm). A fairly good agreement was obtained
between the Serizawa±Kataoka's map [29] and

observed phase distribution patterns.
Fig. 4 shows the behavior of Sauter mean diameter

pro®les, corresponding to that of void fraction pro®les

in Fig. 2. A cap bubble was formed in the high void
fraction region as shown in Fig. 5. In this experiment,
the formation of cap bubbles started at hai1 15%. It

should be noted here that the Sauter mean diameter in
the high void fraction region was calculated from void
fraction and interfacial area concentration for bubbles

Fig. 3. A map of phase distribution patterns.
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except for cap bubbles, that is DSm=6(aÿaC)/(aiÿai,C)
as mentioned in Section 2.1. Fig. 6 shows the axial

development of one-dimensional Sauter mean diam-

eters hDSmi (upper ®gure) obtained by integrating local

Sauter mean diameter over the ¯ow channel.

For jf=0.262 m/s (* R, Q, T, W), 0.872 m/s (*,

R, Q, T, W), and jf=1.75 m/s and a<20% (*, R,

Q), the wall peak in the void fraction pro®le was

observed at the ®rst measuring station, L/D=12.0 (see

Fig. 2). In the ¯ow condition, local Sauter mean diam-

eter for the ¯ow condition was smaller than about

3.5 mm as shown in Fig. 4. For such low liquid vel-

ocities, liquid turbulence would mainly contribute to

promotion of collision between bubbles, resulting in

enhanced bubble coalescence, since it might not have

enough energy to break up bubbles. Thus, the bubble

diameter was gradually increased along the ¯ow direc-

tion due to bubble coalescence and expansion as

shown in Fig. 6. Since a large bubble tends to migrate

toward the tube center, the increase in bubble size

along the ¯ow direction changes the void distribution

[29,31]. When the area averaged void fraction was

smaller than 10% ( jf=0.872 m/s, *, R; jf=1.75 m/s,

*, R), the bubble coalescence might not be marked

because of large distances between bubbles. In this

case, local Sauter mean diameter did not exceed

3.5 mm, resulting in the wall peak at L/D=125. The

peaks were approximately located at a distance equal

to the bubble radius (for example, the peak location

for 4 mm diameter bubble is r/R=0.85). The void

peak tended to move toward the pipe center and

diminished as the bubble size increased along the ¯ow

Fig. 4. Local Sauter mean diameter pro®les at L/D=12.0 and 125.
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direction. On the other hand, for void fraction higher

than 10% ( jf=0.262 m/s, *, R, Q, T, W;

jf=0.872 m/s, Q, T, W; jf=1.75 m/s, Q), local Sauter

mean diameters exceeded 3.5 mm at L/D=125 (see

Fig. 4). In this case, the void distribution was changed

from wall peak to core or transition peak (see Fig. 2).

The similar conclusion was obtained by Zun [31].

For jf=1.75, 2.62 and 3.49 m/s and ae20% (T,

W), the core peak in the void fraction pro®le was

observed at the ®rst measuring station, L/D=12.0 (see

Fig. 2). This might be due to the Sauter mean diameter

being larger than 4.0 mm at L/D=12.0 (see Fig. 4). In

such a ¯ow condition, not only large liquid turbulence

but also large void fraction, namely short distance

between bubbles, would increase the bubble collision

frequency, resulting in cap bubbles as shown in Fig. 5.

The cap bubbles formed around the pipe center might

not be disintegrated because most of the turbulence

kinetic energy was produced and dissipated near the

wall. Large shear-induced turbulence in the vicinity of

the wall would contribute to bubble breakup. As a

consequence, the Sauter mean diameter pro®les came

to have the core peak. On the other hand, the change

of area averaged Sauter mean diameter would be

determined by the balance of bubble coalescence and

breakup as mentioned above (see ®g.6).

For jf=2.62 and 3.49 m/s, and a<20% (*, R, Q),

the intermediate peak in the void pro®les was

observed. The relatively large turbulence or mixing

length caused wider wall peak, namely the intermediate

peak. For aE10% (*, R), Sauter mean diameter was

smaller than 3.5 mm at the locations of L/D=12.0 and

125, resulting in no signi®cant change of the void frac-

tion pro®le along the ¯ow direction. On the other

hand, for a>10% (Q), Sauter mean diameter was

larger than 3.5 mm at the location of L/D=125, result-

ing in the change of the void fraction pro®le from the

intermediate peak to the core peak along the ¯ow
direction.

3.1.2. Sauter mean diameter
For jfe1.75 m/s and ae20% (T, W), the core peak

in the Sauter mean diameter pro®le was observed (see
Fig. 4). The reason would be due to the migration of

large bubbles including cap bubbles toward the tube
center. In other ¯ow conditions, Sauter mean diam-
eters were smaller than 3.5 mm and were almost uni-

form along the radius of the test section with some
decrease in size near the wall. The wall peak in the
Sauter mean diameter pro®le seemed to be ac-

companied with that in void fraction pro®le (see Fig.
2). The pro®les were not changed signi®cantly as the
¯ow developed, although the bubble size increased up
to 20±30% along the ¯ow direction due to the bubble

coalescence and expansion (see Fig. 6). As mentioned
in Section 2.1, the reason for the decrease of Sauter
mean diameter near the wall may be explained from

the fact that the presence of the wall does not allow
the arc length at which the bubble is intercepted by the
sensor to be a random variable as in the other pos-

itions in the pipe [22].

3.1.3. Interfacial area concentration
Fig. 7 shows the behavior of interfacial area concen-

tration pro®les, corresponding to that of void fraction

pro®les in Fig. 2. As expected for bubbly ¯ow, the
interfacial area concentration pro®les were similar to
the void fraction pro®les except those at L/D=125 for
jfe1.75 m/s and ae20% (T, W). Since the interfacial

area concentration is directly proportional to the void
fraction and the Sauter mean diameter was almost uni-
form in the ¯ow channel, the interfacial area pro®les

displayed the same behavior as their respective void
fraction pro®les. As discussed above, cap bubbles were
formed for jfe1.75 m/s and ae20% (T, W) as shown

in Fig. 5, resulting in a concave pro®le of the inter-
facial area concentration near the tube center at
L/D=125.

3.1.4. Turbulence intensity

Figs. 8 and 9 show the behavior of interfacial and
liquid velocities, and turbulence intensity at L/D=12.0
and 125 for jf=0.262 and 1.75 m/s, respectively. The
symbol of open diamond means the value measured in

a water single-phase ¯ow. Generally, introduction of
bubbles into the liquid ¯ow would cause more agitated
¯ow than in single-phase ¯ow turbulence as shown in

Fig. 8. As Serizawa and Kataoka pointed out, under
certain ¯ow conditions, the two-phase ¯ow turbulence
is reduced locally by bubbles, when compared with

single-phase ¯ow turbulence intensity for the same
liquid ¯ow rate [32]. They explained the enhancement
and reduction of two-phase ¯ow turbulence due to the

Fig. 5. Percentage of void fraction in a form of cap bubble

haCi.
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bubble introduction as follows: (1) Enhanced energy

dissipation and turbulence production in the wall
region due to the large gradient of the velocity ¯uctu-
ation and shear stress distribution there; (2) Bubble

relative motions which generate additional turbulence;
(3) Large velocity ¯uctuation gradient near gas±liquid

interfaces increases turbulence energy dissipation; and
(4) Energy dumping e�ects of bubbles at interfaces.
Serizawa and Kataoka suggested that the turbulence

reduction occurred roughly at liquid velocities higher
than approximately 1 m/s [32].

As can be seen in Fig. 9, slight turbulence reduction
was observed for jf=0.872, 1.75, 2.62 and 3.49 m/s,
and aE5%, whereas the turbulence intensity enhance-

ment phenomena was observed for a>5% regardless
of the liquid velocity. For jfe0.872 m/s, the turbulence

intensity for developed ¯ows was increased from 0.03

to 0.15 as the void fraction was increased from 0 to
25%, whereas for jf=0.292 m/s, the bubble introduc-
tion (a=0±25%) increased the turbulence intensity sig-

ni®cantly (v '
f /vf,max=0.03±0.3). For the ¯ow conditions

where the wall, transition, or intermediate peak in the

void fraction pro®le appeared, the turbulence intensity
were almost uniform with some increase near the wall
(see *, R, Q in Fig. 9). Michiyoshi and Serizawa

explained that this peaking in the wall region which
was estimated as DB/R< r/R<1 would re¯ect agitat-

ing bubble motions due to bubble±wall interactions
and also the interactions between bubbles and large
scale liquid eddies [33]. On the other hand, for the ¯ow

conditions where the core peak appeared, the turbu-
lence intensity had the core peak (see T, W in Fig. 7).

Fig. 6. Axial development of area averaged Sauter mean diameter and interfacial area concentration.
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This may be due to bubble-induced turbulence around
the tube center. The turbulence intensity pro®les for

jf=0.292 m/s were changed from ¯at with some
increase near the wall (L/D=12.0) to core peak (L/
D=125), as the void fraction pro®les were changed

from the wall peak to the core peak.

3.1.5. Interfacial and liquid velocities
In the previous experiments using 50.8 mm-diameter

pipes [14,15], the following results were obtained: (a)

for jf < 1.0 m/s, the introduction of bubbles into the
liquid ¯ow ¯attened the liquid velocity pro®le with a
relatively steep decrease close to the wall; (b) the liquid

velocity pro®le approached to that of developed single-
phase with the increase of void fraction; and (c) the
e�ect of the bubble on the liquid velocity pro®le was

diminishing with increasing gas and liquid velocities.
The liquid velocity pro®les at L/D=12.0 were ¯atter

along the tube radius with steep decrease near the wall.
However, for developed ¯ows (L/D=125) in the present
experiment using the 25.4 mm pipe, the e�ect of the

bubble injection on the liquid velocity pro®le were not
marked even for jf < 1.0 m/s as shown in Fig. 8. The
liquid velocity pro®les for developed ¯ows were ap-

proximately similar to those for developed single-phase
¯ow. The interfacial velocity pro®les had the same ten-
dency of the respective liquid velocity pro®les.

3.2. One-dimensional interfacial area transport

In order to develop the one-dimensional interfacial
area transport equation, an accurate data set of the

Fig. 7. Local interfacial area concentration pro®les at L/D=12.0 and 125.
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area averaged ¯ow parameters is indispensable. One-

dimensional Sauter mean diameter and interfacial area

concentration are plotted against L/D in Fig. 6. For

low liquid velocities such as jf=0.262, 0.871, and

1.75 m/s, the Sauter mean diameter or the interfacial

area concentration increased along the axial direction

gradually or concavely, respectively. On the other

hand, for high liquid velocities such as jf=2.62 and

3.49 m/s and high void fraction, the Sauter mean di-

ameter or the interfacial area concentration decreased

or increased along the axial direction, respectively. The

bubble expansion due to the pressure decrease and the

bubble breakup, and the bubble coalescence can be

thought of as the source and sink terms of the inter-

facial area concentration, respectively. The e�ect of the

bubble coalescence and breakup on the interfacial area

transport can be extracted as follows.

Ishii et al. derived the following interfacial area
transport equation taking the gas expansion along the
¯ow direction into account [3].

@ai

@ t
� r�ai~vg� � 1

3c

�
a
ai

�2
"X

j

Sj � Sph

#

�
�
2ai

3a

��
@a
@ t
� r�~vga�

� �3�

where c and ~vg are the factor depending on the shape

of a bubble (1/36p for a spherical bubble) and the
average local bubble velocity weighted by the bubble
number, respectively, and Sj, and Sph denote the

source or sink terms in the interfacial area concen-
tration due to the bubble coalescence or breakup,
and the phase change, respectively. Eq. (3) can be

Fig. 8. Local interfacial velocity, liquid velocity, and turbulence intensity for jf=0.262 m/s at L/D=12.0 and 125.
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simpli®ed as follows on the assumption of no phase
change, steady ¯ow, equilibrium of bubble coalescence
and breakup rates, and one-dimensional ¯ow.

ai,eq �
�
P0

P

�2=3

ai,0 �4�

where ai,eq, ai,0, P, and P0 denote the local interfacial

area concentration under the conditions of no phase
change and equilibrium of bubble coalescence and
breakup rates, the inlet interfacial area concentration,

the local pressure, and the inlet pressure, respectively.
The ratio of local interfacial area concentration ai to
ai,eq, x (0ai/ai,eq) represents the change in the inter-

facial area concentration due to the bubble coalescence
and breakup. x>1 or x < 1 implies that the bubble
breakup or coalescence is dominant, respectively. It

should be noted here that x becomes identical to a
bubble number density ratio if further assumptions
such as a spherical bubble and a uniform bubble distri-

bution are made.

ai

ai,0
� ai

ai,eq

�
P0

P

�2=3

� x

�
P0

P

�2=3

, x � ai

ai,eq

�5�

The changes in the interfacial area concentration due
to the bubble coalescence and breakup x are plotted
against L/D in Fig. 10. It should be noted in Fig. 10

that the interfacial area concentration at L/D=12.0
was taken as ai,0, and measured P0 and P were used in
the calculation of x. It can be clearly seen that for rela-

tively low ( jf=0.262, 0.872, and 1.75 m/s) and high
liquid velocities ( jf=2.62, and 3.49 m/s), the bubble
coalescence and breakup were dominant for the

Fig. 9. Local interfacial velocity, liquid velocity, and turbulence intensity for jf=1.75 m/s at L/D=12.0 and 125.
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interfacial area concentration change, respectively. The

changes in the interfacial area concentration x are also

plotted against a volumetric ¯ow rate quality b (=jg/
( jg+jf )) (Aa ) in Fig. 11. The left, middle, and right

®gures in Fig. 11 show the change in the interfacial

area concentration between L/D=12.0 and 65.0, L/

D=65.0 and 125, and L/D=12.0 and 125, respectively.

In x calculations in left, middle and right ®gures, the

interfacial area concentrations at L/D=12.0, 65.0, and
12.0 were taken as ai,0. As can be seen in Fig. 11, the

interfacial area concentration change was almost com-

pleted by the second measuring station, L/D=65.0.

After L/D=65.0, the bubble coalescence and breakup
seems to reach the steady state, particularly for low

liquid velocities.

The interfacial area transport mechanism in a bub-

bly ¯ow system can be roughly classi®ed into three

basic mechanisms, namely bubble coalescence due to

the collision between bubbles and the bubble expan-

sion for the sink terms, and the bubble breakup due to
the collision between a bubble and a turbulence eddy

for the source term. The bubble coalescence would be

Fig. 10. Interfacial area transport due to bubble coalescence and breakup along ¯ow direction.

Fig. 11. Dependence of interfacial area transport due to bubble coalescence and breakup on volumetric ¯ow quality.
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governed by the collision frequency between bubbles,
and the bubble coalescence e�ciency. The collision fre-

quency between bubbles would be modeled by taking
account of the bubble velocity induced by the liquid
turbulence, the void fraction, the bubble diameter, and

so on, whereas the bubble coalescence e�ciency might
be modeled by taking account of the bubble contact
time for two bubbles and the time required for coalesc-

ence of bubbles. On the other hand, the bubble
breakup would be governed by the collision frequency
between bubbles and eddies, and the bubble breakup

e�ciency. The collision frequency between bubbles and
eddies would be modeled by taking account of the
relative velocity between bubbles and eddies, the void
fraction, the eddy fraction, the bubble diameter, and

so on, whereas the bubble breakup e�ciency might be
modeled by the eddy energy and the energy required
for bubble breakup.

For low liquid velocity and void fraction, the weak
interactions of bubble±bubble and bubble±eddy due to
small liquid turbulence and bubble mixing length

would cause x1 1 (see Fig. 11). Although the increase
in void fraction would promote the frequency of the
collision between bubbles as well as that of between

bubbles and eddies, the liquid turbulence might not be
large enough to breakup the bubble. Consequently, the
bubble coalescence rates were increased gradually with
the void fraction increases. On the other hand, for

high liquid velocities, the bubble breakup rates were
increased with the void fraction, since the increase in
void fraction would decrease not only the distance

between the bubble and the turbulent eddy, namely the
collision frequency between bubbles and eddies, but
also the liquid velocity, namely the liquid turbulence.

4. Conclusions

In relation to the development of the interfacial area
transport equation, local measurements of the void

fraction, interfacial area concentration, interfacial vel-
ocity, and Sauter mean diameter using the double sen-
sor probe method as well as the liquid velocity and

turbulence intensity using hot®lm anemometry were
performed extensively for vertical upward bubbly air±
water ¯ows in a round tube with an inner diameter of
25.4 mm at three axial locations of L/D=12.0, 65.0

and 125, and ®fteen radial locations from r/R=0 to
0.95. The liquid ¯ow rate and the void fraction ranged
from 0.292 m/s to 3.49 m/s and from 3% to 27%, re-

spectively.
The mechanisms on the radial pro®les of local ¯ow

parameters and their axial developments were dis-

cussed. In order to understand the mechanism of one-
dimensional interfacial area transport, the change of
the interfacial area concentration due to the bubble co-

alescence and breakup was displayed as a function of
the volumetric ¯ow quality. For low liquid velocities,

the bubble coalescence rates were increased gradually
with the void fraction increases. In the ¯ow region,
although the increase in void fraction would promote

the bubble±bubble interaction, the liquid turbulence
might not be large enough to break up the bubble. On
the other hand, for high liquid velocities, the bubble

breakup rates were increased with the void fraction,
since the increase in void fraction decreased not only
the distance between the bubble and the turbulent

eddy but also the liquid velocity, namely the liquid tur-
bulence. Thus, it turned out that the mechanism of the
interfacial area transport depended on the bubble mix-
ing length, turbulence intensity, void fraction, and so

on.
The combined data from the double sensor probe

and the hot ®lm probe gave the near complete infor-

mation on the time averaged local hydrodynamic par-
ameters of two-phase ¯ow. The data set obtained in
this study will eventually be used for the development

of reliable constitutive relations which re¯ect the true
transfer mechanisms in bubbly ¯ow systems.
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Appendix A

To model the source and sink terms in the interfacial
area transport equation caused by bubble coalescence
and breakage, a general approach treats the bubbles in

two groups: the spherical/distorted bubble group and
the cap/slug bubble group, resulting in two interfacial
area transport equations that involve the inner and

inter group interactions [5]. In practice, when the void
fraction of a two-phase bubbly ¯ow is small, no cap or
slug bubbles exist. The two-group transport equations

are then reduced to one-group without the involvement
of the interactions between the two groups. The pur-
pose of this study is to provide a rigorous data base to
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develop the source and sink terms in one-group trans-
port equation as a ®rst step. An advanced measuring
technique such as the multi-sensor probe method [34]

should be used for a future study on the interfacial
area concentration measurement of cap and slug
bubbles. Therefore, the data taken at the bubbly ¯ow

regime can be primarily utilized to verify modeled sink
and source terms in one-group interfacial area trans-
port equation. In addition to this, when the fraction of
cap bubbles is relatively small, obtained data can prob-

ably be used for the veri®cation on the following
grounds.
Assuming the uniform size distribution of small and

cap bubbles, the void fractions for small and cap
bubbles are given by:

aB � p
6
D3

BnB, aC � p
6
D3

CnC �A1�

where DB and DC mean the sphere equivalent diam-
eters of small and cap bubbles, respectively. nB and nC
denote the bubble number densities of small and cap
bubbles, respectively. The number of density ratio of
cap bubbles to all bubbles can be deduced as:

nC

nB

� aC

aÿ aC

D3
B

D3
C

�A2�

The contribution of cap bubbles to the total interfacial
area concentration is expressed by:

ai,C

ai

� ZCnCD
2
C

ZBnBD
2
B � ZCnCD

2
C

�A3�

where ZB and ZC denote the correction factors due to
the bubble deformation for small and cap bubbles, re-

spectively, of the order 1. For example, when a spheri-
cal bubble is transformed into an ellipsoidal bubble
with the aspect ratio of 2, the resulting increase of the

interfacial area is estimated mathematically to be
9.5%, namely Z=1.095. Here, assuming ZB=ZC for

simplicity, Eq. (A3) is simpli®ed as:

ai,C

ai

� �nC=nB�D2
C

D2
B � �nC=nB�D2

C

� �aC=a�
DC=DB � �1ÿDC=DB��aC=a� �A4�

In Fig. A1, the interfacial area concentration fraction

of cap bubbles ai,C/ai is plotted against the void frac-
tion of cap bubbles aC/a as a parameter of the bubble
diameter ratio DC/DB. At bubbly-to-slug ¯ow tran-
sition, DC/DB would be roughly larger than 5; for

example, DC/DB=5 for DC=20 mm and DB=4 mm.
The ®gure implies that the contribution of cap bubbles
to total interfacial area concentration would be less

than 10% even for aC/a1 0.4. Therefore, it is expected
that even data taken at the bubbly-to-slug transition
would be used for evaluation of modeled sink and

source terms in one-group interfacial area transport
equation.
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